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ABSTRACT

The Lunar Prospector was co-developed by NASA
Ames Research Center and Lockheed Martin, and was

launched on January 6th, 1998. lts mission is to search
for water ice and various elements in the Moon's sur-

face, map its magnetic and gravity fields, and detect vol-

canic activity. For the first time, the World Wide Web is

being used to graphically display near-real-time data

from a planetary exploration mis:;ion to the global pub-
lic. Science data from the craft's instruments, as well as

engineering data for the spacecra-'t subsystems, are con-

tinuously displayed in time-varying XY plots. The

craft's current location is displayed relative to the whole
Moon, and as an off-craft obserw:r would see in the ref-

erence frame of the craft, with the lunar terrain scrolling

underneath. These features are implemented as Java

applets. Analyzed data (element and mass distribution)

is presented as 3D lunar maps using VRML and Java-

script. During the development [,hase, implementations
of the Java Virtual Machine were just beginning to

mature enough to adequately accommodate our target

featureset; incomplete and varying implementations

were the biggest bottleneck to ( ur ideal of ubiquitous
browser access. Bottlenecks not s_ithstanding, the reac-

tion from the Internet communit ¢ was overwhelmingly

enthusiastic.

LUNAR PROSPECT()R MISSION

OVERVIEW

The primary focus of the Apollo missions was to

demonstrate the feasibility of technologies for success-

fully sending people and rock samples to and from the
Moon. Most of the scientific datz collected was concen-
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trated in narrow regions around the lunar equator, leav-

ing 75c_ of the Moon's surface unmapped. Since then,
all other U.S. lunar explorations have been flybys,

except lbr the Clementine mission, a Department of

Defense mission whose purpose was to provide detailed

surface images and conduct laser-ranging altimetry, as

well as some charged-particle experiments. This mis-
sion, which flew for 2 months in 1994, produced find-

ings which hinted at the possibility of water ice at the

south pc,le. I

Lunar Prospector, with its complement of five scien-
tific instruments and its low-altitude orbit, was designed

to greatly extend the quality and quantity of data on sur-

face composition, as well as to provide detailed mag-

netic and gravitational surveys. At the end of its

nominal one-year mission, its circular 100 km high orbit

will be changed to an elliptical one which will bring it to
within 10 km of the lunar surface for highly detailed

explorations of regions of interest. Its instruments
include a neutron spectrometer for mapping the concen-

trations of hydrogen, and by inference, water ice; a

gamma-ray spectrometer for mapping the abundance of
uranium, iron, titanium, and other elements; and an

alpha-particle spectrometer for detecting outgassing
related to tectonic and volcanic events. Its magnetome-
ter and electron reflectometer are mapping its magnetic

field, while Doppler studies of its radio signal are pro-

viding maps of the lunar gravity field (or mass concen-
trations h 2

Within 2 months of its launch on January 6th, 1998,

definitixe evidence was found for the existence of water

ice trapped in the perennially-shadowed crater bottoms

at the north and south poles, in an amount of several gal-

lons pe_ cubic yard. 3 Also at this time, the first global

gravity maps were made, showing the locations of mass

concentrations. Since then, the spectrometers have

yielded enough data to create maps of all the sought-

after elements. 4 These maps should be considerably

refined during the low-orbit phase of its mission.

Lunar Prospector is a NASA Discovery Mission. 5

This new mission philosophy places an emphasis on sci-
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enceand"Faster,Better,Cheaper"mission design and

development. Lunar Prospector e_emplifies these goals.
It is a small, spin-stabilized craft that uses flight-quali-

fied, modern technologies and instrumentation to ensure

results and minimize risk. The design is simple: a small,

graphite-epoxy drum (l.4m x 1.2m) with surface
mounted solar cells and three 2.5m masts which carry

the instruments and isolate them !¥om the bus. There is

no on-board computer, although there is a microchip

used to receive ground commands and control the space-
craft, and store the data collected while traversing the

lunar far side.

The entire mission was realized well within a budget

of $63 million, in a time frame of two years from initial

hardware development to final testing. The results of

this mission are important not only for basic scientific

inquiry, but also have implications tbr the question of

how much natural resources are available for the support

of long-lived manned lunar bases, from which further

lunar explorations could be conducted, or which could

be used as a stepping stone to exploration of Mars.

DATA VISUALIZATION OVERVIEW

From the outset, the Lunar Prospector mission had the
following goals: 6

1. Obtain high-quality sciertific data about the

Moon's structure, composition, and resources, thereby

providing insight into lunar origin, evolution, and utility

for exploration.

2. Demonstrate that the philos,)phy of "cheaper, bet-

ter, faster" can be aggressively a?plied to yield a rapid

development, very inexpensive planetary science mis-
sion.

3. Create an innovative education and outreach pro-

gram which uses novel partnering arrangements and

new technologies to stimulate public interest in plane-

tary exploration.

In regards to goal 3, part of the charter of space explo-

ration missions is not only to return data to the mission

scientists, but also to engage the public to the greatest

extent possible. At the time of the mission, Web tech-

nologies had begun to mature to the point where it

became feasible to present the :aw data in near-real-

time, virtually at the same time the mission investigators

had access to it, in a way that was compatible with the

"better, taster, cheaper" philoso_)hy of the Discovery

series. The World Wide Web provided a pre-existing

global infrastructure through wl_ich the data could be

disseminated as soon as it reacl--ed Earth. Interpreted

results would, of necessity, lag behind weeks to months,

but the excitement of accessing tt_e raw datastream from

a planetary explorer was now av,_ilable to anyone in the

world _ith a computer, modem, and Internet connec-

tion. While the earlier Sojourner and Pathfinder Martian

expeditions had made good use of the Web 7 to post their

exciting images obtained from the surface and from
orbit (as well as to numerically display the telemetered

craft engineering data), this was the first time that arm-

chair space explorers the world over could connect to a

continuous, graphical display of the science datastream

in virtually real-time.

Java was selected as the Web technology to use

because it has a practical means of automatically updat-

ing browser displays at the required 32-second intervals,

while incorporating the necessary features of network
connections, file reading, data manipulation, math oper-

ations, graphical data display, and graphical user inter-
face. O_her Web technologies such as CGI scripts, plug-

ins, or lavascript are simply too cumbersome or too

lightweight to meet all of these requirements. In addi-
tion, since Java is a full-fledged object-oriented inter-

preted language, it allows the use of pre-existing class
libraries to construct the plots themselves. Unfortu-

nately, as will be discussed later, Java implementations

on various platforms and browser versions are not nec-

essarily compatible or complete, thus diluting its ideal

goal of "Write Once, Run Anywhere". In particular,
older br_wsers have incomplete or ill-performing imple-
mentations of Java featuresets. This was of concern

since the desire was to maximize access to computer

users throughout the world, including those with low-

end or outdated systems and browsers. As will be seen,

some compromise was necessary here.

The data visualization ("Data Viz") pageset is one part

of the Lunar Prospector Web site located at Ames

Research Center (http://lunar.arc.nasa.gov). This site
includes much information about the mission and sci-

ence, ar_ image archive, streaming audio and video clips
about the mission and the Moon, VRML renditions of

the spacecraft and parts of the Moon, and Shockwave
animations illustrating some of the instrument opera-
tions. The Web server consists of a collective farm of 4

Sun Ul-170s, an Enterprise-3000 which delivers the

documents to the Ul-170s via NFS, and part of an

Enterprise-5000 which collects and processes all of the

access l-._gfiles.

The three main components of the Data Viz portion

(craft location, science data display, and craft health dis-

play) were originally envisaged as co-occupying one

page. It soon became evident, however, that both for

performance reasons, and for visual space reasons, it

made more sense to launch separate Java applets in sep-
arate windows for each of the myriad graphs and dis-

plays. The following sections will examine each of

these three main components in detail.
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SPACECRAFT LOCATION APPLETS

The spacecraft location display [Figure l] utilizes two
Java applets, one (the "Whole Moon" applet) which dis-

plays a craft icon relative to the whole Moon, and

another (the "Lunar Terrain" applet) which displays a

stationary craft as detailed images of the lunar terrain

scroll by underneath, such as an observer tethered sev-

eral meters from the craft might see. The curren_ lati-

tude and longitude of the craft are shown as well.

The "Whole Moon" applet displays either the near or

far side (depending on craft longitude), and then updates

the posilion of the craft icon (a transparent GIF) every

second. The position is determined by opening a net-

work coanection to ephemeris tables on the Lunar Pros-

pector Web server and a connection to a file containing
the current date and time in Greenwich Mean Time, and

consulting the tables to retrieve its current position.

These tables are also used to update the position as long

as the applet is active. Additionally, an orbital arc is

drawn to indicate the craft's trajectory.

The "l,unar Terrain" applet uses lunar surface images

Figure 1: The "Lunar Terrain" and "Whole Moon"Applets of the Location Page

obtained from the Clementine lunar mapping mission.

8 962 JPEG enhanced images database were used to pro-

vide global coverage of the Moon. These 962 images

were subdivided into smaller images (15238 in all) for

faster network loading, and stored on the Web server.

On startup, the applet loads a custom metadata file

describing the entire imageset, and from that constructs

a lookup table for resolving positions into image files.

As the applet runs, it consults the table every second to

see which images will fall within the viewer window

within the next minute or so, and begins loading those

images so that they will be within the viewer when the

time comes. The applet is capable of preloading and

holding in memory over nine images at once. Nine is

the minimum because some images are small enough

that thi_ many images can be simultaneously visible.

Each second the applet draws the images which are

currently in view, whether they are fully loaded or not.

As images fall out of view, the applet attempts to free

their memory - a tricky issue in browsers not based on
Java 1.1 because of the lack of a documented method for
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synchronizing with the image-loading threads to stop an

unfinished image from loading.

Unfortunately, there was not always a seamless conti-

nuity between the individual im_ges of the lunar sur-

face. Instead of allowing these discontinuities to be

visible, an approach was taken in which, when the edge

of an image reaches the boundary of the view window,

the lunar surface image becomc, s stationary and the

spacecraft image (a transparent GIF) instead moves

toward the boundary of the view. When the position of

the craft reaches the edge of the view, the new image

replaces the old one and the craft image is repositioned
accordingly.

SCIENCE INSTRUMENT DATA APPLETS

Figure 2: Science Instrument Console

When a user elects to view the near-real-time instru-

ment data, a window is launched which houses an

"instrument console" [Figure 2], whereby selecting an

instrument button will 1) highligm its respective image

in the accompanying imagemap, and 2) launch another

window with the data graphs for that instrument. Cus-

tom JPEG images are used for the buttons, and Javas-

cript is used to provide button behavior, since the Java

user interface components (the Abstract Windowing
Toolkit Toolkit, or AWT I L) has not been implemented

fully on all computer platforms. In particular, button
behaviors (as the mouse traverses or clicks on the but-

ton), and button appearance attributes were not imple-
mented in earlier browsers on the Macintosh.

When an instrument button is selected, the instrument

is passed as a parameter, using the Netscape-specific

LiveConnect protocol, to a Java applet which performs
the imagemap highlighting. LiveConnect 9 enables corn-

munication between Java and Javascript. The display of

the instlument's graphset is performed with a Java

applet using a public domain Java class library called
"Graph" (written by Leigh Brookshaw 1°) to construct

the plots. Upon inception, the applet opens a network
connection to server files containing the instrument data.

t
DEEP

SPACE

NETWORK

I JET

PROPULSION

LAB
AMES

RESEARCH

CENTER

Figure 3: Datastream Path to Web Server

The path to the Web server files is as follows:

When the craft is surveying the near side, the raw

datastream is collected continuously through the Deep

Space Network, and routed through the Jet Propulsion
Lab in Pasadena, CA to the Mission Control Center at

Ames Research Center in Mt. View, CA. When the craft

is on the far side, out of telemetry range, the data is
stored onboard until the near side is reached again.

The SPARCstations at the Mission Control Center use

the OASIS program to process and display the received
data to engineers, and to merge the current near side and
stored far side data to form one continuous timeline. It is

then sent to an NFS-mounted archival host (a

microVAX). A Perl script on this machine reads the last

five minutes of the raw telemetry stream (from the

SPARCstations) and saves it for use by a dedicated net-

worked PC running customized LabView applications.

Different LabView applications display the spectrom-

eter data and the magnetometer and electron reflectome-
ter data to consoles for mission scientists. Modified

versions of these LabView applications are used to cre-

ate the ASCII data files for use by the Web. The PC is
NFS-mounted on the Web server, and creates new data

files in a data directory on the Web document tree every
32 seconds, when the craft is on the near side (32 sec-
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ondsis the intervalat whicha majordataframeis
received).ThisPCcanbesettoselecteithercurrent
nearsideorstoredfarsidedata,andisgenerallysetto
thenearsidedata,sothisisusuallywhatisdisplayedon
theWeb.

Every32seconds,theDataVizappletsre-readthese
filescontainingthelatestscienceinstrumentdata,fill the
necessarydataarraysusedbytheGraphpackage,and
updatetheirdisplays.

Additionally,whenauserhas_electedaninstrument
to display,a separatewindowi,',launchedwhichdis-
playsthedateandtimeof downlinkforthecurrently
displayeddata.Thisisaccomplishedwithanappletthat
readsthefilecontainingthecrafthealthdataforthetime
it wasdownlinkedtoEarth.(All of thedatafilesfor
bothscienceandhealthsharethesamedownlinktime.)
Thisisalsoupdatedevery32seconds.

Theindividualscienceinstrumentgraphsaredis-
cussednext.In eachof theinstruments'windows,the
titleservesasanHTMLlink lo a separatewindow
whichcontainsexplanatorytextfor thegraphs.This
textis largelythesameasis includedin thefollowing
sections.

Lunar Prospector
Gamma Ray Spectra

I

,,H

L

Ilil 11 I'

Alpha Particle Spectrometer

[Figure 4] The alpha particle ._pectrometer measures

alpha particles emitted by radioactive gases, such as
radon and polonium, which are often released by tec-

tonic and volcanic events. The location and frequency

of these gas release events help determine how active
the Moon currently is and help identify one of the major

sources of the tenuous lunar atmosphere.

The "Counts" (along the Y a,:is) are the number of

particles received at the detector. The number at a given
channel number is not expected to exceed more than five

or so, except when encountering outgassings, when the

range could be in the thousands The "Channel Num-

ber" (along the X axis) represents the varying energy

levels detectable by this instrument. The plot, as for all

of the spectrometer plots, simply displays the data for

the current data frame (they do not scroll with time).

Gamma Ray Spectrometer

[Figure 5] The gamma ray spectrometer is used to map

the composition of the lunar surface. By detecting

gamma-rays from radioisotopes in the surface (as well

as the gamma emissions induced by the galactic cosmic

ray background), it measures the surface abundances of

several key elements: Uranium, Thorium, Potassium,

Oxygen, Silicon, Magnesium, Iron, Titanium, Calcium,
and Aluminum.

The "Counts" (along the Y axis) represent the number

of gamma rays encountered by the spectrometer. The

"Channel Number" (along the X axis) represents the

varying energy levels detectable by this instrument,
from 0 to 9 MeV.

The two curves are the measured spectra (including

noise) of the currently-surveyed area. Category 1 events

are gamma-rays which only interact with the primary

detectol, a bismuth germanate (BGO) scintillator. Cate-

gory 2 events are gamma-rays which interact with both
the BGO and an anticoincidence shield (ACS) made of

borated plastic. The category 2 events represent the

background continuum of the lunar surface, and by sub-

tracting this signal from the category 1 signal, it is possi-
ble to obtain more precise spectra from the surveyed

area.

Man5 surveys of a particular area are needed to estab-

lish a reliable signal and to reduce the background noise,

before '.he signatures of the various elements are evi-

dent. Depending on the element, anywhere from 1 or 2

months to over a year is necessary to collect an adequate

sample at the equator. Collection times at the poles are
much shorter, since the craft passes over the poles each

orbit.
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Neutron Spectrometer

[Figure 6] The neutron spectrometer is used to detect

the presence of hydrogen, and by inference, water ice

(thought to reside primarily in the bottom of polar cra-

ters), by measuring the flux of neatrons. Since the craft

surveys the polar regions with each orbit, within 6

weeks of mapping, evidence for water in the amount of

several gallons per cubic yard of lunar soil was found in

these regions.

The "Counts" (along the Y axis) represent the number

of neutrons encountered by the neutron counters. The

"Channel Number" (along the X axis) represents the

varying energy levels detectable by the neutron
counters. The thermal neutrons _re in the range of 0 to

.25 electron volts (eV) while the epithermal neutrons

occupy the range from .25 to 10 eV.

The curves represent the measured spectra of the sur-

veyed area. Three categories of aeutrons are necessary
to detect water. The epitherma (warm) neutrons are

detected by a neutron counter wrapped in cadmium,
while the thermal (cool) neutrom; are neutrons detected

by a second neutron counter wrapped in tin, after the
count from the cadmium counter has been subtracted.

The ratio of thermal to epithermal neutrons increases in

the presence of water. Measurements of a third type of
neutron, the fast neutrons, are also needed. These are

provided by the gamma ray spect-ometer.

Magnetometer

[Figure 7] The magnetometer measures magnetic fields
in the vicinity of the spacecraft _'ith a triaxial fluxgate

magnetometer. The magnetic fields measured include
the fields of the Earth and Sun and the much weaker

field of the Moon. It is necessary to know the local field

around the craft in order to properly analyze the data
from the Electron Reflectometer, which will infer the

magnetic field at the Moon's surface by measuring elec-
trons reflected off of it.

The "Magnetic Flux" graph displays the magnetic flux

through its three orthogonal axes. The Z axis is parallel
to the dominating lines of magnetic flux from the Earth.

The X and Y axes are at right angles to these lines. As

the craft spins, the magnetic flux through the X and Y
axes fluctuate (causing the cyclic nature of the curves).

The flux through the Z axis fluctuates in much smaller

cycles, ,,ince it is more-or-less parallel to the magnetic
field lines. 32 seconds worth of data are displayed (each

data frame contains 16 samples two seconds apart).

The "Frequency Profile" graph displays the frequency
distribution of the flux, for all three axes. The peaks of

the X and Y fluxes generally occur at a frequency corre-

sponding to the spin of the spacecraft. This data is also

used in ,malyzing the magnetic field data from the Elec-
tron Reflectometer. Since the Graph package did not

support log-scaled axes, it was modified to display these

for this graph as well as the electron reflectometer

graph.

Electron Reflectometer

[Figure 8] The electron reflectometer is used to mea-

sure the Moon's magnetic field at the surface. It makes

these measurements indirectly by measuring electrons

reflected off of the surface. The magnetic field in the

local vicinity of the craft, as measured by the magne-

tometer, is needed to analyze the electron collisions to

properly infer the field at the surface.

Each of the colored curves represents a different

energy level (higher colors are shown in "warm" colors).

For each energy level, "Counts per second" (Y axis) is

plotted against "Time" (X axis). The counts per second
is a measure of the rate of electron collisions. 64 sec-
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ondsworth of data are displayed: the latest two data

frames (each containing 32 seconds) are always shown.

SPACECRAFT HEALTH DATA APPLETS

downlink for the currently displayed data (if it is not

already displayed).

Figure 9: Spacecraft Health Console

In a manner similar to the science instrument console,

when a user elects to view spacecraft "health" (engineer-

ing) data, a window is launched [Figure 9] which houses

a console containing buttons for tmch of the major craft

subsystems, and a picture of the craft. Selecting one of

the subsystems will highlight its part of the craft image,

and launch another window for that subsystem's graph-

set. The Java and Javascript mechanisms to accomplish
this are similar to that of the scierce instrument console.

Data files for the engineering dala are re-read every 32

seconds, and consist of name-value keyword pairs.

These keywords are parsed to find the quantities of

interest for a particular subsysterr.

Since only the last data frame is available at any one

time (the previous ones are overwritten whenever the

data file is refreshed), a mechanism is employed

whereby a UNIX shell script runs on the server to accu-

mulate the health data for the previous 20 data frames

(equivalent to 10.6 minutes ol data), so that when

launched, the applets can start by displaying the time

history of the most recent 10.6 minutes. Every 32 sec-

onds, the graphs scroll by, always displaying the 20
most recent data frames.

As in the science instrument display, a separate win-

dow is launched which display_ the date and time of

Figure 10: Antenna Graphset

Not ail of the available engineering data is available

for plotting. In the interests of timely development, a

subset of the more critical data was selected for display-

ing. In particular, engineering data for the science

instruments is not yet part of the available options. Cur-

rently (as of this writing), what is offered are engineer-

ing data (e.g. voltage, temperature, current, etc.) for the

following subsystems: receiver and transmitter [Figure

10], battery, thrusters, solar panels, and fuel tank.

INTERPRETED DATA MAPS

Figure 11: Javascript Animator from Data Maps Page

After enough orbits had been completed, mission

investigators were able to use the spectrometer data to

infer the distribution of the sought-for elements in the

lunar s,_il. Likewise, lunar gravity maps were built

using data collected from the Gravity Doppler Experi-

ment. wherein Doppler shifts in the craft's radio trans-
missions were used to infer the distribution of mass

concentrations. The DataViz pages were augmented to

display maps of these data types: gravity, as well as tho-
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rium,potassium,iron,andhydr_)gen(which,at the
poles,isthoughttobeboundinwaterice).

Theimagemapswerecreatec:by producingcolor-
codedshadedreliefimagesfromtheprocesseddata,and
thenoverlayingthesesemi-transparentlyontoanimage

of the moon's visible surface. These maps were

wrapped onto a sphere and animations were made of a

"rotating moon" for the Web page. A Javascript anima-
tion controller (with VCR-like controls) allows for

frame-stepping through the animations [Figure 11];

each frame in the animation serves as a link to a high-
resolution version of itself. There are also Quicktime

and MPEG animation options, and links to Mercator

projections of each data map.

In addition, the Web page contains 3D VRML

"globes" with texture maps for each of the data types.

The VRML scenes contain preset viewpoints for the

near side, far side, north pole, and south pole. The "high

res" VRML option also includes a background of stars

and Earth, which results in much longer loading times,

but is much more visually compelling.

Figure 12:VRML Scene from Data Maps Page

RESULTS

At the outset, we defined the lowest tier of technology

in our target user population as consisting of Netscape

Navigator (v3 or greater) over a 28.8 KBaud modem.

We realized that many Intereet users had slower

modems, but felt that 28.8 was probably the slowest that

would give reasonable download times for the features

we intended to implement. Similarly, we knew that

much of the user population used other browsers such as

Internet Explorer and the AOL browser. While we

attempted to keep our implemen,:ation as browser-inde-

pendent as possible, the Web site in general was config-
ured to be a "Netscape site", and limited development

time constrained us in some case+ to resort to Netscape-

specific technologies to accomplish our intended fea-
tureset (e.g. use of LiveConnect for Java/Javascript com-

munication in the instrument and craft health panels).

Expectedly, network bandwidth was crucial in deter-

mining the speed of the applets. Sometimes it took

unacceptably long for images in the "Scrolling Terrain"

applet to load, in addition to the reading and plotting of

data. tlaving high-end server engines helped, but this
was still oftentimes a bottleneck.

Unfortunately, the implementation of the Java virtual

machine was not uniformly well-implemented on all

platforms. Specifically, Netscape 3 on the Macintosh

displayed some problems, as did browsers running on
Windows 3. Other browsers, such as those of AOL and

WebTV, were also problematic in that they didn't load

the graphics at all.

The Macintosh/Netscape 3 configuration was particu-

larly important to us since this is what many of the

NASA administrators had in Washington. The problems

with this configuration included the inability to multi-

task the loading of multiple images, a surprisingly slow

image hinder, and an inability to load images ahead of

time, among other problems. Unfortunately, the "Lunar

Terrain" applet depends on the ability to load images

ahead of time. These problems have been circumvented
by resorting to non-standard Java image-handling tech-

niques; custom methods were provided to achieve the

same functionality. Specifically, the MediaTracker is no

longer used for loading successive images, and the

imageUpdate method of the ImageObserver interface
was overridden.

Other problems associated with the Macintosh were

related to usage of the Graph package; axis labels which

were oriented vertically didn't appear, for instance. Jav-

ascript was used to detect if the browser platform was a
Macintosh, in which event HTML tables were used to
construct the vertical axis labels.

Because Java was (during this development) a nascent

technology, its implementation on older-generation

browsers (which themselves are rapidly evolving) was

incomplete. We needed the Java technology in order to

implement the features we deemed important (active,

frequent reading of datafiles, re-loading of graphics,

image manipulation, etc.), but we were at a juncture in

which Implementations of the Java virtual machine

within browsers were just beginning to accommodate

these features adequately.

During this development period, the Java interpreters
built into the browsers conformed to a dated version of

Java (1 0 rather than 1.1). The newer browsers of the

time (Netscape Communicator v4, lnternet Explorer v4)

were beginning to add support for 1.1 features, but the
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majorityof lnternetuserswerestillusingv3(orolder)
of thesebrowsers,whichsupportt'donlyJava1.0.Java
1.0-basedbrowserssharetheprol)lemsof nothavinga
documentedmethodforunloadingimages.Freeingof
memorycanbeproblematicforthesebrowsers.Inaddi-
tion, we werepreventedfrom usingsomeof the
advancedfeaturesof theJava1.1,suchasitsenhanced
GUIelements,moreeleganteventmodel,nestedinner
classes,etc. Thereis a certairLfrustrationin being
forcedto useamoreprimitivew_rsionof atechnology
whileknowingamoreadvanced_meisavailable.Like-
wise,wewerepreventedfromusingtheresidentJava
GUI builderon our developmentplatform(SGI),
becauseit conformedtoJava1.1,andthuswouldn'trun
on thebrowserJavavirtualmachines.(Thiswasall
beforethereleaseof JavaSoft'sJavaProjectActivator,
whichallowedthemorerecentJavaversionstobeused
in theolderbrowsers.)

AlthoughweinevitablydisappointedsomeInternet
citizenswhowerenotsetupwithourtargetWebtech-
nologies,ingeneralpublicresponsewasoverwhelming
andenthusiastic,withteachers,,_ciencefictionwriters,
students,andspaceindustrypr_)fessionalsexpressing
gratitudeforbeingabletoenjoy_,uchimmediateaccess
to theLunarProspector.TheDataVizportionof the
LunarProspectorWebsiteacc_,untsfor,on average,
about25%to 50%of thetotalhits. In thefirsttwo
monthsofthemission,forinstance,thesiteasawhole
hasproventobeverypopular,wizhwellover50million
hitsrecorded;anestimated10millionvisitorsvisited
theWebsiteonthedayofthepre_sconferenceinwhich
thediscoveryof watericewasantl_mnced.

CONCLUSION

Thisinitialattemptat providingaccessto thedata
streamingfromaspacecrafttotheworldatlargeviathe
Webwasinstructivein itsusage_,ftechnologies(Web
browsers,Java,Internetconnettions)thatwerestill
experiencinggrowingpains.Ja,,aimplementationson
variousplatformsandbrowser_ersionswerefarfrom
universal.Almostalloftheinitialdesignrequirements
weremet,however,forwhatwe:eel was a significantly

large fraction of the target popalation of Web users,

although network bandwidth and speed was, as always,
an issue. As evidenced by the huge volume of hits on

the Website, people relish the opp(_rttnnity to have imme-
diate access to data from a plane:ary exploration space-

craft. The capability for raw data access allows much

more of the public than ever before to connect in a more

immediate way with remote spact_ exploration, while the

displays of the interpreted results (the lunar "data

maps") impart a sense of what this data can yield.
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